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Current Diagnostic Models Utilize Only One Data Type

● Inadequate Utilization of EHR 
Data Systems

● Barriers to Accessing Complex 
Insights For Physicians

● Limitations in AI for 
Comprehensive Diagnostics
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Introducing MedFusion Analytics - The Future of Diagnostic 
Precision

A pioneering multi-modal model to 
predict top pathological findings in 
chest X-rays
● Combines patient data, clinician 

notes, and radiology images
● Tailored for healthcare 

researchers and attending 
physicians 

● Empowers users to harness 
AI-based diagnostic insights

● Easy-to-use tool allows for 
seamless integration  3



Data: MIMIC-IV
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Data Processing Pipeline
 

MIMIC-IV

Tabular Data 
(Patient data, 

vitals, etc. ) 

TextData 
(Clinical 
Notes) 

Image Data 
(Chest 

X-rays) 

Remove 
outliers, 

remove null 
values, change 
data types, etc. 

Extract section, 
remove 
outliers, 

additional NLP 
handling, etc.

Scaling, 
normalization, 
remove outlier, 

etc. 

-Studies 
conducted in 
the ED
-Studies with a 
single label 
(finding)
-Selection of 
top 4 findings 
(atelectasis, 
cardiomegaly, 
lung opacity, 
pleural 
effusion) 

Train

Validation 

Test

Data 
Preprocessing

Data 
Filtering

Data 
Split
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Individual Model Performance

Tabular Model
(XGBoost)

Text Model
(Bio_ClinicalBERT)

Image Model
(EfficientNet-B3)
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Revolutionizing Diagnostics with Multi-Model Integration

Most multi-modal 
models today

Good at dealing 
with missing data

Aggregation 
functions need to 

be empirically 
determined

Late Fusion 
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Early Fusion 

A final model 
determines the final 

prediction

Able to model 
interactions 

between modalities

Potential for better 
performance



MedFusion Analytics 
Web Demo 

https://uc-berkeley-i-school.github.io/mids-210-medfusion
-analytics-spring24/
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https://uc-berkeley-i-school.github.io/mids-210-medfusion-analytics-spring24/
https://uc-berkeley-i-school.github.io/mids-210-medfusion-analytics-spring24/


9

http://www.youtube.com/watch?v=ZVa_rZwcIi8


Early Fusion Model Pipeline - From Data to Diagnosis

Data Preprocessing 

MIMIC-IV

Fine- 
Tuned

XGBoost

Classifying 
- Atelectasis
- Cardiomegaly
- Lung Opacity
- Pleural Effusion
- No Findings

Early Fusion ApproachIndividual Model Development

5 features 
(final 

softmax 
outputs)
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Tabular Data 
(Patient data, 

vitals, etc. ) 

Text Data 
(Clinical 
Notes) 

Image Data 
(Chest 

X-rays) 

8 features

Fine-Tuned 
EfficientNet-

B3

Fine-Tuned 
Bio_Clinical-

BERT

18 fusion 
features

5 features 
(final 

softmax 
outputs)



Early Fusion Outperforms Individual Models

Atelectasis Cardiomegaly Lung Opacity Pleural Effusion

AUC
Early Fusion: 0.7319
Image: 0.7361
Notes: 0.5042
Tabular: 0.5184

AUC
Early Fusion: 0.8350 
Image: 0.8080
Notes: 0.6811
Tabular: 0.6140

AUC
Early Fusion: 0.7713
Image: 0.7450
Notes: 0.5994
Tabular: 0.6204

AUC
Early Fusion: 0.8705 
Image: 0.8548
Notes: 0.7654
Tabular: 0.6164 11



Redefining Standards with Early Fusion

Compared to an average late 
fusion aggregator, our early 
fusion model has: 

● Superior AUC
● Sharper Detection
● Robust Across Pathologies
● Sets New Norms
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MedFusion Analytics: Transforming Healthcare 
Diagnostics
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Early Fusion Approach: Our pioneering 
multi-modal model integrates patient data, 
clinician notes, and radiology images for 
accurate diagnosis.

Key Benefits:

● Real-time predictions in seconds
● Intuitive user interface
● Comprehensive documentation to 

promote model transparency



Our Mission: Revolutionize patient care by 
harnessing the power of multi-modal data
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Pioneering 
Novelty

Precision & 
Personalization Empowering 

Physicians

Enhancing 
Patient 

Outcomes Shaping the 
Future of 

Healthcare

Our Mission Pillars
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Appendix
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“...we need a decision support tool to provide an opportunity to cut down on time required for 
physicians to make a diagnosis… as a consequence we improve the patient experience…”

JOSEPH NGUYEN, M.D.
Radiologist, Synergy Radiology Associates

MOHIT BANSAL, M.D.
Family Physician, Lifeline Urgent Care

“...our problem is resources… radiologists may take 2 to 6 hours to return a reading…”

Insights from the Frontlines 

MARC KOHLI, M.D.
Radiologist, Professor of Radiology, UCSF

“[current clinical decision support systems] increased the workload … more steps, discrete … 
instead of writing a free-text reason for your study”

“Image analysis is very hot in radiology right now … [it takes] long time until you incorporate the 
rest of the things in the chart…”

RONALD CRANDALL, M.D.
Radiology Resident, Richmond University Medical Center
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EDA: Combining Notes, CXR (Images) with other 
MIMIC Modules

People w/ Discharge Notes & Images By Module
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Data Processing - MIMIC-IV Modules

19



20

Data Processing - Pipeline



Data Processing - Split
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Data Processing - Pathology Selection

Multiple combinations (multilabel)

Look for the top 4 
findings/pathologies

Positive mentions for the top 4 
findings/pathologies after cleaning 

the data
(they total 64 combinations)
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Data Processing - Notes

Problem: Data leakage (some notes 
contain the pathology/finding 

associated with the x-ray)

Solution: Extraction of paragraphs 
that don’t contain explanation of 

results from the ED (via algorithm)
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Data Processing - Images

Key challenges with imaging data:

● Patients can have more than 1 X-ray
● X-rays can be taken from multiple angles and 

positions
● Images are of varying sizes

Progress on imaging data:

● Found positioning metadata connected with each 
image to identify the orientation of the image 
systematically

● Developed a logic to select which image we will 
keep from each patient

(in pixels) 24



Data Processing - Image Padding
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Data Processing - Images

Logic for reducing/selecting which image to keep from each patient:

1. For each patient, if # of images per study > 1: [Main criteria for reducing all images per patient down to 
1 single image]

2. Non-lateral views are preferred* (from SME conversations)
3. Exclude 'Recumbent' orientation wherever possible
4. Prefer images with larger 'Rows' pixels if orientations vary
5. Latest 'StudyTime' if times vary
6. Remove record with NaN in meta data for two images with similar other meta data
7. Remove record with lower 'Columns' if column pixels is the only difference in the meta data between 2 

images
8. Preference to 'antero-posterior' view over 'posterior-antero' if this is the only difference in the meta data
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NLP Models - Top Performers

 Train Data Class Weights AUC

Bio_ClinicalBERT Unbalanced No 0.66531

Bio_ClinicalBERT Unbalanced Yes 0.65781

Bio_ClinicalBERT Balanced No 0.66177

Bio_Discharge_Summary_BERT Unbalanced No 0.61101

Bio_Discharge_Summary_BERT Unbalanced Yes 0.51912

Bio_Discharge_Summary_BERT Balanced No 0.65772

BioBERT Unbalanced No 0.60079

BioBERT Unbalanced Yes 0.52576

BioBERT Balanced No 0.67084
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Top NLP Model (Bio_ClinicalBERT) 
Unbalanced Unbalanced with class weights Balanced
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Top Imaging Model: EfficientNet-B3 Results

                           Precision       Recall       F1-score        AUC

Atelectasis   0.79         0.69      0.74      0.83

Cardiomegaly   0.89         0.78      0.83      0.88

Lung Opacity   0.76         0.70      0.73      0.82

Pleural Effusion   0.92          0.71      0.80      0.85

No Findings   0.86          0.76      0.80      0.83
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Other computer vision models assessed:
● RestNet18
● DenseNet121
● Various custom CNNs



Individual Model Performance

EfficientNet-B3Bio_ClinicalBERTXGBoost

Tabular Model Notes Model Images Model
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Fusion Model Comparisons - Additional Figures
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Average AUC
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Research Summary


