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Breakout Year of AI



Data Leaks and Breaches

Levels.fyi dataset files leaked
 
https://www.linkedin.com/posts/rosinol_gpts-openai-gpt-activity-71286436062691000
32-z3JE/?utm_source=share&utm_medium=member_desktop



What is an LLM?

Large Language Model (LLM)

● Models trained on vast quantities of data
● Can comprehend human language
● Generate human-like responses



Acme Bread Co.

Peter the Developer

● Marketing wants to use LLMs to target their 
new promotion to a certain demographic based 
on previous sales data

How will Peter know which LLM model to use and if it will be secure?



LLM Canary 

Easy to use Open-Source Security Test 
Suite for Large Language Models

● Empower developers 
● Produce security-aware AI products
● Respond to rapidly evolving ecosystem



Live Demo



The Benchmark Engine
Under the Hood



LLM Canary Benchmark Design

LLM Canary benchmark is designed to provide a credible baseline 
for security evaluations of customized LLMs 

Design Decisions
1. Accurate, diverse test coverage
2. Multiple security risk levels
3. Repetition (for LLM non-determinism)
4. Flexible and integratable
5. Auditable, logging
6. Transparency, integrity, security



Building the Engine

- +
20+ hand-crafted 
tests per group

Curated risk 
weights per test

“Basket of apples” 
scoring

3 levels of 
logging

Security / 
authenticity

Scoring Methodology



The Benchmark – Purposeful Repetition

         42 tests                X             2 groups           X            125 runs/LLM   =   15,750 tests run 
               (Top 3 LLMs)
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Addressing the non-deterministic behavior of LLMs
1. Repetitive prompts, 2. Repetitive test runs, 3. LLM parameters



Benchmark Outcomes & Expansion



Threat Model
Secure by Design



LLM Canary Architecture - Secure by Design

Potential Threats

Benchmark corruption

Malicious use of open code

Unauthorized access to LLMs

Leakage of logs and test 
results



How to Get Started

https://llm-canary.webflow.io/


Center for Long-Term Cybersecurity

https://cltc.berkeley.edu/

We are 
grateful to 
the CLTC 
for their 
generous 
grant.



Thank you! Questions?

https://github.com/LLM-Canary/LLM-Canary
https://llm-canary.webflow.io/

Many thanks to our kind and generous advisors: 
Clarence Chio, Ryan Liu, David Ng, and Sekhar Sarukkai

Take our Survey!


