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Preserving the past, illuminating the future
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Navigating Ancient Texts

Spanning over a thousand years of

Japanese history, premodern Japanese
literature and historical documents
were penned in Kuzushiji, a script now
legible by less than 0.01% of modern

Japanese speakers.

RRRARRARRRAARARRARNAN

Fite



Navigating Ancient Texts
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Preserve Japan's rich Ignite a renewed interest in Enhance legibility and
history and culture ancient Japanese customs the overall quality of
and practices written texts
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Understanding Our Users

Scholars Educators

Fewer Resources Ease of access

Everyday Individuals

Sate curiosity
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Under the Hood: Data JLSIE

KMNIST (k49) KMNIST (kkaniji) NISE
Full representation of Kuzushiji Large dataset of 3832 Full page images from
Hiragana characters Kanji characters early Japanese texts
e 49 classes. 48 Hiragana, and e 3832 Kanji characters * 44 books
1 Hiragana iteration mark. e Highly imbalanced, e Over 5 genres
e Imbalanced dataset of ranging from 1766 e Published over the span of
270,912 images examples to 1 example per 200 years from late 1600's
class to 1800's
* 140,426 images e 1,086,326 total characters
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Under the Hood

Architecture

Input Image

Classification

Section Annotation
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Restor-Al-tion 1n Action

Preserving the past
llluminating the future
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Models: OCR

CUSTOM OPEN SOURCE OPEN SOURCE CLOSED SOURCE CUSTOM

CNN Model Easy OCR Hanya’s OCR KuroNet Contours

e CNN based * ResNet + [STM + * CenterNet and e Residual U-Net e OpenCV contours
character CTC model MobileNetV3 architecture and classify
detection model * Potential for * One of the top e State of the art e Non-character

downstream solutions in Kaggle solution deployed contours are
application competition in miwo app problematic

Unsuccessful in
training

Unsuccessful for

50% accuracy

75-80% accuracy > 95% accuracy

Kuzushiji

EasyOCR: https://github.com/JaidedAI/EasyOCR

CTC: https://www.cs.toronto.edu/~graves/icml_2006.pdf

KuroNet: https://arxiv.org/abs/1910.09433

Custom OCR: https://towardsdatascience.com/how-did-i-train-an-ocr-model-using-keras-and-tensorflow-7e10b241c22b
Hanya’s OCR: CenterNet: https://paperswithcode.com/method/centernet

MobileNetV3: https://arxiv.org/abs/1905.02244 ESTD 2023
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Models: OCR LSl
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I 2 OPEN SOURCE
CUSTOM OPEN SOURCE H any 9’ S O C R CLOSED SOURCE CUSTOM

CNN Model Easy OCR * CenterNet and KuroNet Contours
MobileNetV3
e CNN based * ResNet + LSTM + " one ?f th_e op e Residual U-Net ¢ OpenCV contours
character SIE oek solutlon.s.m caggle architecture and classify
detection model * Potential for competition e State of the art ¢ Non-character
downstream solution deployed contours are
application in miwo app problematic

Unsuccessful in
training

75-80% accuracy Unsuccesstul for
Kuzushiji
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Performance Metrics: OCR

Performance on total characters in 15 held-out books (2040 pages)

KuroNet KuroNet + Reg | Hanya's OCR
Precision 0.7964 0.8889 0.9101
Recall 0.7509 0.9025 0.8958
F1 0.773 0.8957 0.9029

KuroNet: htt s://link.s%ringer.com/article/lo.10(_)_7_/342979-.0_20-00186-z
ub.com/t-hanya/kuzushiji-recognition

Hanya OCR: https://git

Findings

« Hanya’s OCR is at least as good as
KuroNet models

e In majority of the books, recall is better
with KuroNet + Reg model, while

precision and overall F1 score is better

with Hanya’s OCR
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https://link.springer.com/article/10.1007/s42979-020-00186-z
https://github.com/t-hanya/kuzushiji-recognition

s OCR
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Insights: OCR

Visual Feedback for Users: Users receive visual feedback through

bounding boxes colored for quick interpretation.

Probability >= 0.9 - High Confidence
Probability >= 0.5 and < 0.9 - Moderate Confidence

Probability < 0.5 - Low Confidence

Confidence Metric: Indicate the overall confidence for the image.

A weighted score that penalizes pink and red buckets based on

the proportions of characters that fall in those buckets.
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Models: Reading Order

! 3 4 5

CLOSED SOURCE CUSTOM CUSTOM CUSTOM CUSTOM

Modified Fine-tuning ~ LLM Japanese

Deep-AR Komeans Transformer Ts Model

e Large language

e Auto-regressive e Only to detect vertical e GPT-Neox Japanese e Simple model to model with 3.6b
character ordering clusters (custom word embeddings rearrange characters parameters

e Given a position, distance metric) e Positionadl into meaningful developed by LINE, d
predict the character e Logic to collapse embeddings from phrases common messaging
in the next position overlapping clusters bounding boxes app in Asia.

Deep-AR: https://www.arxiv-vanity.com/papers/2106.06786/

K-Means: https:/ /pyclusterinﬁ.github.io/ 0c8/0.10.1/html/index.html )
GPT-NeoX-Japanese: https://huggingface.co/docs/transformers/model _doc/gpt_neox_japanese

Ts: https://arxiv.org/abs/1910.10683, LLM: https://huggingface.co/line-corporation/japanese-large-lm-3.6b
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https://www.arxiv-vanity.com/papers/2106.06786/
https://pyclustering.github.io/docs/0.10.1/html/index.html
https://huggingface.co/docs/transformers/model_doc/gpt_neox_japanese
https://arxiv.org/abs/1910.10683
https://huggingface.co/line-corporation/japanese-large-lm-3.6b

Models: Reading Order
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CLOSED SOURCE

Deep-AR

e Auto-regressive
character ordering

e Given a position,
predict the character

in the next position

CUSTOM

2

3 4 5

Modified
K-means

Fine-tuning = LLM Japanese
e Only to detect vertical Transform er

clusters (custom TS Model

distance metric)

. e |arge language
e Logic to collapse 9 guag

_ o GPT-Neox Japanese e Simple model to model with 3.6b
overlapping clusters ,
word embeddings rearrange characters parameters
 Positional into meaningful developed by LINE, o
embeddings from phrases common messaging
bounding boxes app in Asia.

Training accuracy extremely low / Cost prohibitive
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Models: K-means Clustering

Merge centers that are within

Reading order box with OCR 2 standard deviatons of
recoginized characters with bounding box of ocr
bounding boxes characters

User Provided reading
order boxes
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K-means clustering with Recompute cluster
custom distance metric centers and, optionally,
repeat until convergence
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Ground Truth: £ EBEDZIZFLABLDBOLLDIDEID=ZFVICE A LICARD
ZMMT T CITIKALWVNDSNANALDDID -3 L « @HOIBETYCBEEEBEABEK
CANELBDZREDDIEDTFALCAINTITFSD LR SHHIOKDETTEALALAZF
DHRBREHOHEDECMEA - ABEDHEFIEEDLHSD LRSI AL I H P/
O3 LAREBEZEMSNARBBIEFZEUVETHB LAYIBENACATEDD S

Performance Metrics: K-means Clustering
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Full Text: FMEREIFKBLOBRVLDBDEID=ZFWICEA LICADZE T T SIKA
WD S NIFHDID T - BUDEHATICBEEEEABEBARCANELGDREDD T K
DFACANEDLSDESHEISKDTITEAR LALAZFOHBRBRETHOEHEED BTt
A BEIRREDHEEZIEEDEHLIDLSHDENR/NOUIEAKRIBED CIEHLAEIRIF
FUEHRLAYBEENACATEDD S ETATK

L)

Bleu Score: 0.7736
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Models: Correction & Translation

OPEN SOURCE OPEN SOURCE OPEN SOURCE CLOSED, API

Easy OCR Manga OCR LLM GPT 4.0

e Once OCR is e Once OCRis e Integrate with several ¢ Integrate with ChatGPT
completed, use completed, use LLMs trained with (GPT 4.0) using APIs
EasyOCR to read the MangaOCR to read Japanese language e Easy to integrate and
text text e Has trouble with present results

¢ Difficulties with e Difficulties with the ancient/archaic
column-wise texts reading order format of the text

LLM: https://huggingface.co/models

GPT API: https://platform.openai.com/docs/guides/text-generation
EasyOCR: https://github.com/JaidedAI/EasyOCR

MangaOCR: https://github.com/kha-white/manga-ocr
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Models: Correction & Translation

I 2 CLOSED, API

GPT 4.0

OPEN SOURCE
orensource [l orensource [l orensource  [——

(GPT 4.0) using APIs

Easy OCR Manga OCR LLM e Easy to integrate and

present results

e Once OCR is e Once OCRis e Integrate with several
completed, use completed, use LLMs trained with
EasyOCR to read the MangaOCR to read Japanese language
text text e Has trouble with

¢ Difficulties with e Difficulties with the ancient/archaic
column-wise texts reading order format of the text

LLM: https://huggingface.co/models

GPT API: https://platform.openai.com/docs/guides/text-generation
EasyOCR: https://github.com/JaidedAI/EasyOCR

MangaOCR: https://github.com/kha-white/manga-ocr
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Insights: Correction & Translation

Corrected Text
Confidence Score: 95.00%

DOEDRELSHIZCHONBEEFS TESIXZAICLTRSICHED DI CHIZS LIED

MCFENSDZEEHBIFESLELTH, HAHRBKBEORICTZISND2D2HB. shrd, A
HODIZE SONEVED LI, IFAOENREELITEIEVWTED, HlthrbEEOBD L S5 I5ER
DIEEHEICDIT, D22LDEEFILICBVWTED X T, HH0ME. BHOHEICIFEICIE. 223%
{FTKEBBRHEVOHSLRERLL. ANOBL EHICOMMNMTHARSICER. BICEFE SR

EPHICAZADELFLLEFEE N, FaoEFNIEVEREAICANSELEEAD, 2R

ICBETHATHY, IBICEALEBLVERTHZHOREICIIEHT. EEREIFTILLEE

ZeBECEICREZEEA. ChHENESHIELED LS,

Translated Text
Confidence Score: 97.00%

Waiting for the day when this likeness of a chrysanthemum will no longer serve a car, the
letter chasing after it is thus provisionally on this side. Even if | do not know clearly that my
heart is connected to this painting's barrier, one day this too is being eliminated for a
moment. Nevertheless, my heart that is caught by nothing is holding on to only a sliver of
hope, just like a bird with conjoined wings attaching a united-flowers to treetops, and
placing azalea leaves beside it. Or, my heart is stimulated enough that just like during the
storm of ticklish things and games, love for people also moves forward tied to a belt, the
spray to wear and the wind entering the sleeves also give new hope, the joy born from
hands becomes the hope directed backwards, it always envelops me, no stern expression
can compete with a woman's smile, looking up at the sky without stopping and just moving
forward is ultimately what matters, and this becomes the proof that | lived.
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Models: End to End

Input Image Section Annotation OCR & Clustering so% Correction & Translation

Correction: ZDFFEEMES - KIESALICOTL=ZF VL. FADIF
feZzMF. §3ZKICWND ST, HELTEDHD, FDEEER -
BYIEENEHTID, RELALD. KIEESEALICFALAIDZF
D, BEHTARDTFHED. BEBALD. IEDHED T, &
_omo EEEME - BE I D <D, BEDELKDH KPEIDL

CEZMCHhVWRLE, BENAZA. BDODRATLK. BXIE
H5L, MMCEAT

Translation: Spring asceticism - soak three grated radishes,
sprinkle with frosty mustard sauce, test by putting vinegar in
water. A casual dish. In the Fall section - angle cut raw
shellfish, eight layers of clams, Asakusa mustard, sprinkle
with a grated radish of a thousand people. Good luck made
on a lucky day with a white hair mustard, sound mustard,
intricately made, tied. Persimmons to boast. The same
asceticism - making kuzu, a kind of starch, chestnut, grilling

rock mushrooms, grilling chestnuts, without a tea towel.
White radish, green seaweed, sea radish grated. Wipe with
cotton.
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Overcoming Challenges
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Reading order Understanding the

determination process nuances of spatial
relationships in
Kuzushiji characters

A

Integrating traditional
aspects of ancient
Japanese texts with
cutting-edge technologies
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@ ~---0 Compare

Determine how we

XX

compare to current state of
the art models/solutions for ~--.0 Automation

Research methods to /

automate the current

manual way to determine /
and predict spatial order

----0 Feedback
Gather character level

feedback for our OCR and
also gather phrase level

ancient Japanese text
restoration

feedback for restored and

translated text
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L--0 New Features
Explore different

techniques to find and
predict missing/faded

L()()king Ahead characters in ancient fexts @




Restor-Al-tion: Preserving the past, illuminating the tuture

Contact: team@restor-ai-tion.net



