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Facial Keypoints Detection:

An Effort to Top the Kaggle Leaderboard



The Challenge

Predict the x-y coordinates of 15 keypoints on 
the face:



Initial Kaggle Submission



Baseline: Mean Patch Searching

Step 1 - Feature Engineering: Use PCA to create 125 eigenfaces

Step 2 - Train: Create “Golden Patches” -- the standard of comparison

Step 3 - Predict: Compare patches from test images to Golden Patches.  
Closest wins!



Next Step: Feature Engineering



FE1: Histogram Stretching

● Provides Better Contrast



FE2: Gaussian Blurring

● Reduce local (high frequency) noise: e.g. glass effect



FE3: Flipping the Image

● Familiar to eyes, new to computer
● Increase training sample with no cost → reduce the chance of overfitting



FE4: Keypoint Grouping

● Group images with as many common keypoints as 
possible → implicitly encode the geometric constraints 
between points.

● Train model separately for 2 training groups, and 
predict on test data
○ Model 1: 4 points x 14000 images
○ Model 2: 15 points x 4280 images

● Synthesize predictions from 2 models to obtain final 
prediction
○ Weighted average for common point prediction



FE5: Use Predictions as Train Data
● Split train set into full-point(4280) and partial-point(9818) Subset

● Train an instance with full-point set and use it to predict on the partial-point set

● Fill the missing points in partial-point set with predictions and merge it with 
full-point set to get complete set(14098)
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Next Step: The Model



Model: Convolution Neural Network

● 3 convolution and subsampling layers: (96x96) → (11x11)
● 2 fully connected neural layers: 600 neurons
● Direct output of coordinate prediction (no activation function)

Source: LeCun 98’



The Lasagne Model



The Theano Model



Results



The Benefits of Feature Engineering



The Kaggle Leaderboard

Parsimony Wins!

RMSE Place

Initial Submission 5.79 42nd

Lasagne Model 3.91 34th

Theano Model 2.92 13th



Future Work



Next Steps: Another FE Trick



Next Steps: More Computing Power

● Diagnose speed issues
● Better utilize GPUs: EC2, 

CUDA
● Would allow for more 

experimentation
○ Alternative cost function 

for smoother 
convergence

○ Alternative 
hyperparameters


